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Abstract—Sparse neural networks attract broad attention to
model compression, fast execution, and power reduction. The
state-of-the-art designs of sparse tensor cores for NVIDIA GPUs
target on structured and static sparsity, and do not support
generic or dynamic sparsity well. We design a sparse tensor
core architecture to support generic sparsity pruning with a
novel hybrid and blocked sparse matrix storage format, HB-
ELL, which saves computation and storage while keeping the
most significant elements, as well as supporting dynamic sparsity
for data flow in neural networks. We achieve better performance
in our preliminary results than the state of the art on an NVIDIA
GPU simulator.
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